AuDi: an Auto-Feedback Display for Crowdsourcing
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Abstract. While feedback, by experts or peers, is found to have positive effects on crowdsourcing work, it is a costly approach as more people or time is involved in order to provide feedback. This paper explores an automatic feedback display called AuDi for crowdsourcing. AuDi shows the worker's accuracy rate, which is automatically calculated with the use of an accuracy algorithm, by changing the background color of the task page. We conducted an experimental study with AuDi in the field, and employed both quantitative and qualitative methods for data collection and analysis. Our study shows that, without introducing new cost, such an auto-feedback display is well received by our participants, gives them assurance and more confidence, and also positively contributes to work performance by pushing them to study more and understand better the task requirements.

1 Introduction

Work performance – particularly in terms of quality output, and work experience are common concerns for crowdsourcing. Many factors could lead to quality issues in crowdsourcing, including unqualified workers (Rzeszotarski and Kittur, 2011; Gadiraju et al., 2015), misunderstanding of requirements (McInnis et al., 2016; Kulkarni et al., 2012; Ipeirotis et al., 2010), and so on. A variety of quality control mechanisms have been explored, such as redundancy and majority voting (Callison-Burch, 2009; Franklin et al., 2011), adding test questions to obtain
accuracy of the workers’ answer (Liu et al., 2012), using algorithms to infer the true answer such as Bayesian theory or Expectation Maximization (Liu et al., 2012; Ipeirotis et al., 2010) and etc. Some platforms such as AMT simply reject unqualified work after all the tasks are completed, which, however, causes a series of negative effects on workers’ experience (McInnis et al., 2016).

In recent years, feedback as a way to enhance crowd work experience and improve quality output has been investigated (McInnis et al., 2016; Dow et al., 2012). Research has shown positive effects of feedback for crowd work. For instance, a study employing self-assessment and expert reviews as feedback illustrates that, "timely, task-specific feedback helps crowd workers earn, persevere, and produce better results" (Dow et al., 2012). While generally positive, however, most of these are based on personal feedback, which may cause an increase of cost as it relies on more people to spend time on giving feedback.

In this paper, we are investigating an approach which provides automatic feedback to the crowd workers in a timely fashion. More specifically, an accuracy algorithm, based on an accuracy calculation method (Feng et al., 2014), is employed and its accuracy result is shown as the background color of the task page in real time as an ambient feedback display. We refer to this ambient automatic feedback display as AuDi in this paper.

With the study, we found that AuDi was positively perceived and well taken into their crowd work. Both qualitative and quantitative results show that AuDi enables participants to know better of their own performance, feel more in control, and enhance their confidence.

2 Related Work

2.1 Quality Control in Crowdsourcing

Crowdsourcing relies on workers’ good performance to produce high-quality output. However, since workers involved are from different countries, with different ages and educational levels, their subjective awareness and background knowledge would inevitably affect their understanding and interpretation of task requirements (Ross et al., 2010; Martin et al., 2014; Gadiraju et al., 2015; Ipeirotis et al., 2010). In consequence, the output quality is barely satisfactory, leading quality evaluation and control to be big issues in crowdsourcing (Kittur et al., 2013).

Many algorithms are proposed to measure the quality of submitted answers. The most common method is redundancy and majority voting, in which the answer given by the majority workers is taken as the correct answer (Callison-Burch, 2009; Franklin et al., 2011; Kulkarni et al., 2012; Little et al., 2010). Further, redundancy can not only be used to determine the correct answer but also help to evaluate the accuracy of each worker (Ipeirotis et al., 2010).

Some research has applied workers’ accuracy to the estimation of the results, by integrating workers’ answers and their accuracy to infer the correct answer. For
example, one strategy is based on the Expectation Maximization (EM) algorithm, which calculates workers’ accuracy by using the confusion matrix (Ipeirotis et al., 2010). This method obtains high-quality results but is at the expense of long inference time.

Besides these underlying quality control algorithms, mechanisms are also explored to change the workflow as a way to enhance work performance for quality output. For instance, Wiseman et al. experimented with inserting an additional check stage, however, their results showed that this would not reduce the error rate, because only a check stage does not make people bother to check their answers (Wiseman et al., 2013). Sandy J. J. Gould et al. studied the effect of a lockout in a data-entry task, and similarly the research shows that the lockout mechanism does work in a laboratory setting, but not in the field where people will do other tasks during the lockout period, making lockouts no longer effective (Gould et al., 2016).

2.2 Work Experience in Crowdsourcing

In recent years, not simply quality output, but the quality of work experience has also become a concern for crowd work. As mentioned, rejecting unqualified work is commonly adopted for quality control, however, work is usually rejected by the requester without giving reasons. This is problematic since payment is the primary motivation of workers (Janine, 2016; Brewer et al., 2016). Past research showed that many workers reported not being paid for adequately completed tasks (McInnis et al., 2016; Irani and Silberman, 2013). Users express their concern about submitting unqualified work, and they are also worried that they may not understand the task which would lead to the failure to get the pay (Mao et al., 2013). This also leads to general feelings of unfairness around rejection, since the requester can get access to all the information about the user, while the users know nothing about their performance and the job criteria (McInnis et al., 2016).

To improve crowd work performance and experience, some particularly focus on providing feedback in real time. For example, Dow et al. (Dow et al., 2012) studied different feedback mechanisms, including peer review, expert review and self-assessment, and found that both self-assessment and feedback from outside will significantly increase the work quality. Concerned with risks in user experience caused by reasons such as unclear evaluation criteria, Brian McInnis et al. (McInnis et al., 2016) suggested automated feedback, which will enable the user to know their performance in time, so it can help build trust between the users and requesters, protect honest users from honest error, and meanwhile punish bad actors.

3 Method

Our study was based on a crowdsourcing platform named ZhongYan, which was set up by our lab for crowd work research projects. For the study, we carefully chose
3.1 Task

A set of text annotation tasks from a real-world project was chosen for our study. For each task, workers are shown one question along with one answer and their job is to determine whether the correct answer appears in the answer text by choosing "yes" or "no" on the task page. We chose it because it was representative of typical crowd task, and was of medium difficulty, which means some may come across a question beyond his or her knowledge, yet he or she can get over this by making extra efforts, for example, Googling. Figure 1 shows an example of the task. In the experiment, every participant was asked to finish about 250 tasks.

3.2 Accuracy Algorithm

For accuracy algorithm, we chose and adapted a quality evaluation algorithm of crowd work proposed by J. Feng et al. (Feng et al., 2014). It is based on Majority Vote (MV), a very popular method to infer the final results in crowdsourcing, and further improves the inference results by considering the different qualities for each worker. This method was chosen because it can achieve a good balance between calculation accuracy and response time compared to other methods (Raykar et al., 2010; Ipeirotis et al., 2010), as it uses an incremental rather than iterative strategy to update the workers’ quality. Two models are used in this incremental algorithm. One is the worker model and the other is the question model. The worker model is a quadruple and each element in the quadruple is presented as $c_{ij}$ (i means the answer given by the worker and j means the true answer to the question).

$$\begin{bmatrix}
    c_{00} & c_{01} \\
    c_{10} & c_{11}
\end{bmatrix}$$

And the accuracy rate of each worker is calculated as:

$$acc = \frac{c_{00} + c_{11}}{c_{00} + c_{01} + c_{10} + c_{11}}$$
While the question model is presented as a tuple \((p_i, 1-p_i)\) in which \(p_i\) is the probability that the true answer to the question is the first choice. And if \(p_i > 1- p_i\), it takes the first choice as the true answer. We build the worker model for each worker to compute the accuracy of the worker and build the question model for each question to infer its result. Each time a worker submits his/her answer we will incrementally update the question model, and the worker model will be updated when we decide the answer to the question in order to acquire the worker’s accuracy timely. For our experiments in particular, we used twenty test questions with which we know the correct answers to initialize the worker model of each worker. When it comes to the official questions which lack the correct answers, we compute the question model for each question in order to infer the correct answer combining the submitted answer and the submitter’s accuracy computed by his worker model. And we updated each worker’s worker model according to the calculated result in order to compute the worker’s accuracy timely.

3.3 The Auto-Feedback Display

We decided to show the accuracy information in an ambient form (Mankoff et al., 2003), as it is suitable for persuasion without obstruction. More so, as representing feedback via color of surrounding area is found to be easier to process and use in goal-striving processes than factual feedback (Ham and Midden, 2010), we decided to use the background color of the task page as a way to show the accuracy information.

As such, we implemented a display schema altering background color of the task page based on accuracy. The color schema is inspired from traffic lights, with red standing for dangerous status, yellow for warning and green for safety. Every time a worker submits his or her answer, the website will change its background color according to the newly calculated accuracy rate while loading the task page.

Through a pilot study on the tasks, we correspond the color schema with an accuracy range from 75% to 100%, so that participants could easily see the change of color while working on the tasks. That is, the accuracy rate of 75% corresponds to the reddest color, and the accuracy rate of 100% corresponds to the greenest. For the sake of convenience, this color schema was shown as a bar on the task page, shown in Figure 2 to help people understand the meaning of the background color.

We chose an accuracy rate of 80% as the acceptance rate for the task. To simulate the real world situation, the participants were told that only those who completed all tasks with an accuracy rate over 80% would earn 50 RMB, otherwise, they would not get paid. Besides, they were also told that they could terminate the experiment anytime they want but only those who finish it in the scheduled time would get paid. After the end of the experiment, however, all got paid as a compensation for their participation in the study.
3.4 Experiment

A total of 50 participants were recruited for the study. These participants were evenly divided into control group and experiment group. Some participants did not show up during our experiments, so at last, there were 22 participants in the control group, 22 in experiment group. We gave participants two days to complete all the tasks, so they could choose any time they like and pause whenever they want, as a way to simulate the real world situation.

Workers in the control groups did not have any feedback - that is, the web background color stayed white (Figure 1), while workers in the experiment group was provided with our automatically calculated accuracy rate as feedback as mentioned above (Figure 2). Participants in the experiment groups were informed of the basic idea of accuracy algorithm in use, and the feedback display. To make it closer to a real-world project, we adopted a redundancy of 5. That is, we divided workers in the experiment groups to subgroups of 5 to calculate accuracy rate within each subgroup. The back-end of the platform recorded each participant’s answers and work time for later analysis.

After they finished the project, all workers were assigned an online questionnaire the minute they finished the project to report their self-assessment and personal experience. Participants in the experiment groups were also asked to answer questions about their experience regarding the feedback display while the control groups didn’t need to. Almost all the questions of the questionnaire were given in Likert 5-point, except for one question asking participants to write their expected accuracy. Questions covered concentration, confidence, expected accuracy, perseverance and so on, and these data would be for quantitative analysis.

We also conducted interviews with the experiment groups. We recruited 10 interviewees before the experiment started and sought out one more who quit after doing 14 tasks after the experiment. Detail information of these interviewees are listed in Table I ( ‘P’ denotes the participants).

<table>
<thead>
<tr>
<th>ID</th>
<th>Accuracy Rate(%)</th>
<th>ID</th>
<th>Accuracy Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>86.7</td>
<td>P2</td>
<td>93.3</td>
</tr>
<tr>
<td>P3</td>
<td>92.6</td>
<td>P4</td>
<td>89.8</td>
</tr>
<tr>
<td>P5</td>
<td>88.8</td>
<td>P6</td>
<td>87.0</td>
</tr>
<tr>
<td>P7</td>
<td>88.8</td>
<td>P8</td>
<td>91.9</td>
</tr>
<tr>
<td>P9</td>
<td>93.0</td>
<td>P10</td>
<td>90.2</td>
</tr>
<tr>
<td>P11</td>
<td>78.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I. Interviewees’ Information.

All the interviews were conducted online through text chat. Each interview lasted about 30 minutes, in which each interviewee reported their experiences about the feedback display and any trouble they came across during the experiment. During our interviews, our questions mainly focused on how they felt
about the feedback display, whether it accorded with their own estimation, how they were possibly influenced by the feedback display, and whether they liked to have the display or not, and why.

3.5 Data Analysis

For quantitative analysis, we collected data from the back-end of the platform and calculated drop out rate, pass rate and accuracy rate. Specifically, we calculated mean, median and standard deviation of these measures for comparison. Meanwhile, we collected results from the questionnaire regarding their estimated accuracy, their confidence level, and so on. For qualitative analysis, we went through the interview data, and identified themes emerged from it. We paid particular attention to those themes that are related to the quantitative results we found from the analysis.

4 Results

Overall, almost all our participants from the experiment groups perceived the feedback provided by AuDi as well reflected their performance, and would all preferred to have it for their crowd work. They further reported that the feedback display had positively influenced their performance and experience, e.g. the red color made them pause for thought and the green color encouraged them to continue. In this way, participants adjusted their work pace accordingly. Below, we will present our results of how people perceived the feedback provided by AuDi, and how AuDi had effects on their performance and experience of doing crowd work.

<table>
<thead>
<tr>
<th>Group</th>
<th>Completed</th>
<th>Dropped out</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment Group</td>
<td>19</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>Control Group</td>
<td>21</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>4</td>
<td>44</td>
</tr>
</tbody>
</table>

Table II. Drop Out Rate.

<table>
<thead>
<tr>
<th>Group</th>
<th>Passed</th>
<th>Failed</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment Group</td>
<td>19</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Control Group</td>
<td>20</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>39</td>
<td>1</td>
<td>40</td>
</tr>
</tbody>
</table>

Table III. Pass Rate.
4.1 Feedback Accuracy and Acceptability

As for the accuracy of the feedback itself, our data shows that participants took the feedback provided by AuDi as largely reliable and quite acceptable. According to the results from the questionnaire, the majority of participants considered the feedback was consistent with their own estimations. Specifically, 26.83% chose level 3, 51.22% level 4, and 9.76% level 5. Our interview data further shows that they considered the feedback was in an acceptable range. For example, P8 commented:

"Since 100% reliability is unrealistic, I just need feedback stable enough to help me develop a general sense of direction. I mean, the more information provided, the more helpful."

4.2 Effects on Work Performance

Overall, we found the experiment groups performed better and more stably (with less fluctuation of accuracy rate) than the control groups (control group $SD_1=0.048$, experiment group $SD_2=0.029$). As shown in Table III, the only one who completed the experiment but did not meet the accuracy rate bar (80%) was from the control group. In addition, Figure 3 shows that the median accuracy rate of the experiment group is higher than the control groups ($M_1=0.891$, $M_2=0.898$). Besides, it also shows that the only outlier was from the control group: it was 0.748.

Our interview analysis further suggests that the performance difference between experiment and control groups had something to do with the different levels of understanding of the task requirement, with or without AuDi. Many of our participants reported that they did not understand what they were asked to do, although the description and requirement of the task had been given before the experiment, and few people would bother to read the long description of requirements carefully before the task. The use of AuDi pushed participants to
reread the requirement descriptions when they got relatively negative feedback, which, to an extent, enhanced their understanding and so was their performance.

In our interviews, participants from the experiment group reported how AuDi helped them to learn and grasp the knack to solve the task in practice. P3 described to us:

"At first, I did not figure out the true requirement of this task. However, the screen changed red abruptly after I gave the wrong answers. Then, I read the question and text again, and finally understood the goal of the task. It had gone well since then."

P8 described how he adjusted his ways of doing task according to the timely feedback:

"There was a time when the color suddenly turned red. This made me realize that my method might be wrong. Then I gradually adjusted my methods according to the variation trend of background color. After several attempts, I finally got the idea of the task."

Apparently, the feedback, especially when indicating negative results, did make participants pause to think and study more.

4.3 Effects on Work Experience

The feedback of AuDi had even more impact on work experience. They reported how it provided them a way to evaluate their work on their own and adjust themselves accordingly, making them feel more in control and assured. At the same time, the change of color also easily evoked emotional responses from them, helping them to engage with the task or decide to quit eventually.

There is a big difference in participants’ estimation of their own accuracy rate between the experiment group and the control group. That is, the control group’s self-estimation was significantly lower: according to the questionnaire data, the average estimated accuracy rate given by the experiment group is 89.93%, while it is 79.56% by the control group. After subtracting estimated accuracy rate from the real accuracy rate, we got Figure 4. From this figure, we noticed that the estimated rate was more consistent with the real performance in the experiment group than the control group. As a matter of fact, there were several outliers in the control groups who unnecessarily considered their performance fairly poor: three between 0.41 and 0.6, and one even at 0.21, while all of these four actually performed far better. Our interviews also illustrated that with AuDi, the experiment group had much higher assurance of their performance than the control group. That is, with real-time feedback, AuDi eliminated their feelings of uncertainty or insecurity to a great extent. P10 shared her experience:

"There were several questions that I found hard to judge. Without the feedback, I wouldn’t be able to determine whether I made the right choice or not."
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In addition, our participants reported that AuDi made them engaged with the task more. For instance, P1 described:

"The feedback system helped me a lot to assess my work. I find it provides valuable information for my reference because it somehow interacts with my own thought and urges me to think about the standard to determine right or wrong."

More so, the auto-feedback display also evoked emotional responses, further urging or encouraging workers to find the right direction for doing the work. In our interviews, some reported that seeing low accuracy rate from the feedback display put pressure on them and evoked negative feelings such as anxiety or frustration, which, then, pushed them to work harder in trying and making the right decision so as to lift up the accuracy rates. One example was from PL:

"The red color made me feel frustrated a little bit and urged me to make sure the next answer is right to change that situation."

However, interestingly, while they reported negative emotional responses when seeing negative feedback, they at the same time expressed positive feelings towards the feedback display. P8 put it this way:

"When I saw it was red on my screen, I kind of felt relieved. Simply knowing that there was a mechanism detecting my potential errors made me feel secure and urged me to answer prudently. It’s like only when you touch the 'bottom’ line, can you learn to climb upwards easily."

On the other hand, if the color was always green, indicating fairly good work performance, they would feel more at ease and confident, as expressed by P3:

"When the color was green or buff, I know I am good enough to get paid, and my worries and anxieties were gone and I would speed up prudently."

However, for those who couldn’t find the right direction after several trials and errors, seeing redness all the time also pushed them to quit the project all together. For example, P11 who quit eventually reported:

"The full-screen redness made my heart uncomfortable. In the following 5 problems, the screen didn’t turn any greener. I felt that I couldn’t raise the accuracy rate since the questions were totally beyond me. So I decided to quit."

Other participants also revealed that they would quit if they saw the red color all the time. Specifically, when the screen stayed red for several questions, indicating that the accuracy rate was below 80% , as such they thought that they would never understand the task requirement, let alone getting paid, so they were thinking of
quiting. After several tries, the color turned green again, so they decided to continue. This explains why the drop-out rate is slightly higher in the experiment group than that of control group, as they were sure they couldn’t meet the requirement. As Table II shows, 3 participants of experiment group chose to quit, while only 1 in the control group dropped out at last.

People’s emotional responses may also have something to do with the particular design of the feedback display. That is, the large area on the screen used to display color inevitably drew people’s attention and somehow created a sense of immersion, which made them sensitive to the color change and the color itself. Besides, with the color schema of traffic lights, the related color did the right work to draw people the awareness and response, red for urgency and heightened awareness, green for relief and so on. That is, the color display provided participants with a rough but instant notion of the accuracy rate, leading to corresponding responses in a straightforward manner.

5 Discussions

As shown in our findings, AuDi, by automatically providing feedback in real time, helped engage our participants more and steer them to find the right direction for accomplishing the tasks, which then led to better performance in the end. At the same time, it also helped them feel more assured of the work. Overall, the quantitative and qualitative data analysis shows that the employment of AuDi was very well perceived by our participants, showing that it helped improve their work performance as well as work experiences in crowdsourcing.

Our findings of the use of AuDi indicates several advantages of the auto-feedback approach, compared to other automatic mechanisms, for crowd work performance and experience.

First, as shown in the data, although this auto-feedback approach does not explicitly ask or force people to pause and check, seeing the feedback itself, especially negative feedback, leads participants to actually pause, reread the task requirement, and put more thoughts and efforts to try to get things right. Compared to other intervention mechanisms such as inserting check stage (Wiseman et al., 2013), and introducing lockout (Gould et al., 2016), this auto-feedback mechanism provides more control and more autonomy to the hands of the workers, for them to decide on their own to take actions and do adjustments. As such, it was a more graceful, more humane, and more effective approach to engage workers to do the work right.

More so, the use of AuDi, while helping inform workers to make changes, does not introduce new interruptions, and as such largely protects the flow of work, very important for work performance. Studies show while some intervention mechanisms do improve work quality, the interventions shall be used cautiously as it may interrupt and disturb one’s flow of work, and may instead have negative effects on work performance (Gould et al., 2016; Wiseman et al., 2013; Dai et al., 2015; Zhang et al., 2018). In general, workers might have difficulty in resuming to
perform tasks after experiencing an interruption and have to take time to regain focus (Iqbal and Horvitz, 2007) or suffer more stress and frustration in order to re-engage in less time (Mark et al., 2008). That is, with inappropriate interventions, interruption cost incurred in switching attention between tasks and as such would negatively affect workers’ performance. When AuDi is considered, by simply providing feedback in the ambient form, without inserting breaks or lockout, it greatly minimizes the disturbing effects, and their flow of work protected.

Finally, the use of auto-feedback also appears to potentially relieve the commonly reported tensions between workers and requesters on crowdsourcing. Crowd workers are usually regarded as inexhaustible and anonymous labors, and were managed as such. The criteria of tasks are defined by the requesters and they have the final say in whether to accept the work and pay for them or not (Irani and Silberman, 2013). In consequence, workers are at risk of work rejection and have no reasonable resources to avoid this wage theft (McInnis et al., 2016; Irani and Silberman, 2013). Andrew Mao et al. investigated the reasons why workers drop out a crowd work and found out the most important reason is workers worried about their submitted answers being rejected (Mao et al., 2013). As such, rejecting their work without any reason or feedback was a commonly complained issue in crowdsourcing, and caused a lot of tensions between workers and requesters.

As shown in our study, the use of AuDi, by feeding the performance information back to the workers, not the requesters, quite successfully addressed workers’ concern about quality. As reported by our participants, AuDi made our participants more aware of what they were doing in real time, and helped them make decisions on their own whether to go ahead confidently, pause to find ways to fix things, or to even quit completely. That is, what matters is not whether their work is rejected or not, but the reason of why the work is rejected, and AuDi is certainly helpful in that respect.

6 Limitations and Future Work

Though our study shows very positive results about using AuDi, there are also a number of limitations of the system and the study. First, the accuracy calculation method used makes it only work for those tasks with multiple choice questions, and not other tasks. So for crowd work that does not meet this requirement, AuDi can’t apply without necessary adaption.

In addition, the particular algorithm might also lead to cold start effect. That is, AuDi’s feedback is based on comparing submitted answers to the estimated right answers, so it relies on the already submitted answers to do the estimation. Owing to that, the first few workers will not get feedback as effective as the later ones do, as there are no other answers yet. Whether increasing transparency (e.g. displaying how many submitted answers on which the feedback is based) might be a good solution to this issues still needs further investigations.
Besides, there is also accumulated effect with the approach of AuDi. That is, the accuracy rate and the corresponding background color will change more dramatically at the beginning. As the number of questions answered grow, the accuracy rate will not be so greatly affected by one single answer anymore, so the color change will become less obvious. This effect was noticed and was also reported by our participants in the study, as they could see more background change at the beginning but not so much towards the end. To address this issue, we might divide all questions into multiple subgroups and to initialize the algorithm every time with each subgroup. But at the same time, people would rely more on the feedback at the beginning as learning is more actively taken by workers at the beginning. So it takes further investigations to find out whether the accumulated effect on the display shall be addressed and how.

7 Conclusions

In this paper, we presented an auto-feedback display called AuDi, as well as an experimental study to investigate how AuDi might work for crowdsourcing. Our study shows that people perceived the automatically calculated accuracy feedback as generally acceptable, and the feedback display itself was helpful for them to engage with the tasks and perform the work better. More specifically, it helped raise people’s awareness and leading people to pause for thought and do the work more carefully when seeing red color, and encouraging them to proceed with more confidence when seeing green color. Without introducing new cost, AuDi shares the similar positive effects as personal feedback.

Hata et al.’s study shows that a worker’s long-term performance is quite stable, as they usually adopt a particular strategy for completing tasks and will continue to use that strategy without change (Hata et al., 2017). However, as shown in our study, this is only true when there is no feedback for their work. When feedback is provided, as the use of AuDi in our case, changes of strategies for better performance could happen over the process.
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